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SYNOPSIS
Neural nets have recently become the focus of

much attention, largely because of their wide range of
complex and nonlinear problems. This paper presents a
new integrated approach using neural networks for
diagnosing process failures. The fault propagation in
process is modeled by causal relationships from the
fault tree and its minimal cut sets. The measurement
patterns required for training and testing the neural
network were obtained from fault propagation model.
The network is able to diagnose even in the presence
of malfunction of certain sensors. We demonstrate via
a nitric acid cooler process how the neural network
can learn and successfully diagnose the faults.

1. INTRODUCTION
Neural nets or artificial neural networks have been rapidly

used in date analysis, pattern recognition and decision making,
and are expected to have a significant impact in many
technological and business areas. The application of neural
network techniques to process fault detection and diagnosis has
received much attention in recent years. A number of approaches
based on neural network have been proposed for fault diagnosis.
In almost these methods, the measurement patterns required for
training the neural network were obtained from simulation program
that model the behavior of the plants. Fault tree analysis, which.
has been used as a method of system reliability/safety analysis,
provides a systematic procedure for identifying failures within
a system. This paper presents an approach for process fault
diagnosis using neural networks and fault tree analysis
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information. The fault propagation in process is modeled from
causal relationships of the fault tree and its minimal cut sets.
The neural network was trained by the use of patterns of
malfunction obtained from fault propagation model. A nitric acid
cooler process is used to demonstrate the effectiveness of the
proposed method.

2. NEURAL NETWORKS
Rapid advances in neuroscience and in computer science are

arousing renewed interests in neural networks as potentially new
problem-solving architectures. Neural networks are dynamic
systems composed of highly interconnected layers of simple neuron
like processing e1ements[l-4]. These layers are categorized as
input layers where patterns are presented to the network and as
output layers which contain the response to a given input.
Furthermore, they may also contain intermediate layers or hidden
layers. Fig.l presents an example of a typical neural network
architecture. The circles denote neurons arranged in three layer
neuron is connected to each input and output neuron. The arcs
denote information flow channels between the neurons, called
connections. The boxes are neurons that store inputs to the net.
Fig.2 shows the j-th neuron used for the network.

Outputs

Inputs Xi,;

Output Layer

Hidden Layer

Input Layer

Fig.l Three layer feedforward neural net.
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Fig.2 Input-output relation for j-th neuron.

Neural network operations consist of a learning or training
phase, a recall phase, and a generalization phase. During the
learning phase, the network is repeatedly presented with a set
of input-output patterns. Learning is accomplished by a general
rule which dynamically modifies the weights of all
interconnections in an attempt to generate the desired output
pattern for each presented input pattern. After the learning is
complete, the network operates in a recall phase where it
generates responses to input patterns used in training. It also
operates in a generalization phase where it generates responses
to similar or novel input patterns.

Neural network computations are collectively performed by
the entire network with knowledge represented in the connection
weights between processing elements. Consequently, the collective
operations result in a high degree of parallel computation which
enables the network to solve complex problems rapidly. In
addition, the distributed representations lead to greater fault
tolerance and ·to graceful degradation when problems are
encountered beyond its range of experience. Furthermore, other
beneficial attributes include the ability to adjust dynamically
to environmental changes, to perform useful generalizations from
specific examples, and to recognize invariances from complex
high-dimensional data.

Thus, neural networks appear to be applicable to chemical
process engineering problems requiring pattern recognition and
pattern classification [5-8]. These areas include fault diagnosis
and detection, process design, process contrOl, and process
simulation. Recently, researchers have begun to look at
applications such as interpreting biosensor data[9], and for
single fault diagnosis of three continuous-stirred-tank reactors
connected in series[IO].
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3. FAULT PROPAGATION MODEL

3.1 Fault Tree for The Nitric Acid Cooler Process

Fault trees are widely used for the representation and
acquisition of knowledge from the process operation and control
system. A fault tree, graphic representation of the failure logic
of a system, shows combinations and sequences of failures which
can lead to a failure condition under consideration (the top
event). Through the analysis of the fault tree, the cause of the
top event can be determined as "minimal cut sets"(i.e., as sets
of events that are top for the specific event to occur).

The process used in the study is the nitric acid cooler with
temperature feedback and pump-shutdown feed forward loops
illustrated in Fig.3[11]. The function of this process is to cool
a nitric acid stream before reacting with Benzene to form
Nitrobenzene. The undesired event for the system is high
temperature in the nitric acid reactor feed since this could
cause a reactor runaway. In this study, T4 high(high temperature
in the effluent stream of nitric acid cooler) is selected as the
top event.
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Fig.3 Nitric acid cooler process and sensor allocation for
diagnosis.
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Fig.4 shows the fault tree of the process for the top
event(T4 high). The fault tree consists of four sub trees, (1)
uncontrollable disturbance, (2) disturbance and failure of
shutdown system, (3) erroneous operation of control system, (4)
disturbance and failure of control system.

A set of discrete values such as "too high, high, normal,
low, too low, zero" are used to describe deviations in process
variables. "Too high, too low" denotes a large deviation in the
high, low direction respectively which can not be corrected by
a control loop. "High, low" denotes a deviation which can be
corrected by a control loop. "Zero" denotes no signal to cancel
the effect of deviations in the process variables. And "normal"
denotes normal state.

3.2 Sensor Allocation and Patterns of Abnormality in Process
Variables[12]

Fault trees are used for the representation and acquisition
of knowledge from the process operation and control system. The
faul t propagation in processes is modeled by causal relationships
from the fault trees and their minimal cut sets. The method can
determine the minimum number of sensors and the monitoring points
to detect fault events in the processes. Knowledge engineering
techniques are applied to the automated synthesis of fault tree,
the modeling of fault propagation and the allocation of sensors.
Table 1 shows eighteen minimal cut sets of the fault tree. The
tree is transformed into CE-Table(Cut set Event Table) form
illustrated in Table 2. CE-Table presents the tree events
associated with minimal cut sets. The minimum number of sensors
to detect fault events can be determined by using information
from the fault propagation in processes(CE-Table). Fig.3 shows
the allocation of nine sensors show in circles, such as flow
sensor F1 for F2 too high and F2 zero and F2 high, temperature
sensor T2 for T2 too high and T2 high, flow·sensor F3 for F7 too
low and F7 low and F7 zero, and so on.

Table 3 shows a list of the minimal cut sets and the
associated sensor readings. The process has eighteen possible
patterns of malfunctions, which can be diagnosed by the use of
nine sensor readings. In table 3, +2 and -2 denote too high, too
low (a large deviation), +1 and -1 denote high, low (a
deviation), -(minus sign) denotes zero (no signal), and -(dot)
denotes normal (normal state), respectively.
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Table 1 Minimal cut sets of fault tree.

Minimal cut sets
Minimal cut sets classification

cutset(1,[4]). (1 ) Uncontrollable
cutset(2,[6]). disturbance
cutset(3,[9]).
cutset(4,[12]).

cutset(5,[14,18]). (2) Pump off and failure of
cutset(6,[14,19]). shutdown system

cutset(7,[24]). (3 ) Erroneous operation of
cutset(8,[25]). control system
cutset(9,[26]).
cutset(lO, (27) .

cutset(11,[29,36]). (4) Disturbance and
cutset(12,[29,37]). failure of control system
cutset(13,[29,38]).
cutset(14,[29,39]).
cutset(15,[3l,36]).
cutset(16,[31,37]).
cutset(17,[31,38]).
cutset(18,[31,39]).

Table 2 Cut set Event table (CE-Table).

Number o f event

cut set 10 20 30
No. 1 2 3 456 7 8 9 o 1 2 3 456 7 8 9 o 1 234 5 6 789 o 1 2 3 456 7 8 9

1 ****2 ** **3 ** ***4 ** * ***5 ** ******6 ** *** *7 ** *****8 ** *** *9 ** ** *10 ** * *11 ** ** *****12 ** ** *** *13 ** ** ** *14 ** ** * *15 ** *******16 ** ***** *17 ** **** *18 ** *** *

39
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Table 3 Pattern of abnormality used for training.

Minimal Sensor readings
cut sets F1 T2 F3 P4 P5 16 P7 P8 19

1 [4] +2 • +1 • +1 - - +1 +1
2 [6] • +2 +1 • +1 - - +1 +1
3 [9] • • -2 -2 +1 - - +1 +1
4 [12] • • -2 +1 -2 - - -2 +1
5 [14,18] • • -2 -2 +1 -2 - +1 +1
6 [14,19] • • -2 -2 +1 -2 -2 +1 +1
7 [24] • • -1 +1 -1 - - -1 -1
8 [25] • • -1 +1 -1 - - -1 +1
9 [26] • • -1 +1 -1 - - +1 +1

10 [27] • • -1 +1 +1 - - +1 +1
11 [29,36] +1 • - - - - - - -
12 [29,37] +1 • - - - - - - +1
13 [29,38] +1 • - - - - - +1 +1
14 [29,39] +1 • - - +1 - - +1 +1
15 [31,36] • +1 - - - - - - -
16 [31,37] • +1 - - - - - - +1
17 [31,38] • +1 - - - - - +1 +1
18 [31,39] • +1 - - +1 - - +1 +1

4. NEURAL NETWORK USED FOR FAULT DIAGNOSIS

4.1 Networks Structure and Learning

Fig. 5 shows a sample neural net with eighteen neurons in the
hidden layer. The input nodes, which receive their inputs from
sensors, are connected via a set of hidden nodes to the output
nodes, which give diagnosis of fault. The neural net consists of
nine input nodes corresponding to the nine sensor readings, and
eighteen output nodes corresponding to the eighteen possible
minimal cut sets listed in Table 1. The neural net was trained
by the use of the eighteen measurement patterns in Table 3. A set
of inputs to the neural net are sensor readings and the outputs
of the network are the minimal cut sets. As shown in Table 4,
input values of 0.9 for too high, 0.7 for high, 0.5 for normal,
0.3 for low, 0.1 for too low and 0.0 for zero are chosen for the
sensor readings. Minimal cut set is defined to be equal 1.0 for
the occurrence of the cut set and equal to 0.0 for the other.
50,000 iterations are required to get solutions by the use of
Neural Works Professional II. Table 5 shows the calculated output
of the neural net.
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Fig.5 Neural network for case study.

Table 4 Input and output values used for training networks.

Sensor Input values Minimal Desired
readings cut set Ci output values

too high (+2) 0.9 Ci:occurrence 1
high (+1) 0.7
normal ( .) 0.5
low (-1) 0.3
too low (-2) 0.1 Ci:no 0

zero ( - ) 0.0 occurrence
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4.2 Case Study

Table 6 shows the results of the tested cases. To test the
ability of the network for fresh input patterns, sensor readings
patterns not used in the training process were presented to the
trained network. As an initial test of the recognition capability
of the neural net, we used the pattern of inputs that represented
a normally operating system as shown in case l(Case 1-1: the
process normally operated, Case 1-2 and Case 1~3: the control
loop acts to cancel the effect of disturbance). In this case, all
sensor used for diagnosis were assumed to function properly. As
shown in Table 6, the output for each minimal cut set was all
approximately zero and any minimal cut set would not occur.

As the second example, fault diagnosis in the presence of
malfunction of sensors were investigated in Case 2. By a
malfunction of sensors, we mean that particular sensor fails to
detect the process value or control signal when the actual value
of that parameter might be abnormal. The results in case of flow
rate in the presence of malfunction of certain sensors to detect
fault events, the neural net was able to predict correct minimal
cut set in more than 50% of tested case. And in 70% of tested
case, the neural net could identify process malfunction such as
occurrence of uncontrollable disturbance, control loop failure
and shutdown system failure.

5. CONCLUSION

In this paper, we have proposed an approach based on neural
network to process fault diagnosis. As demonstrated, neural
networks are able to acquire diagnostic knowledge from fault
propagation model based on fault trees. Knowledge engineering
techniques are applied to the automated synthesis of fault trees,
the modeling of fault propagation. This research demonstrates the
feasibility for future developments in the application of neural
networks to chemical process fault detection and diagnosis. The
knowledge-based system applied to the modeling of fault
propagation can greatly simplify the knowledge acquisition
process.



Table 5 Calculated outputs of the network.
Input Output

(Sensor readings) ( Faults)
FI T2 F3 P4 P5 ]6 P7 P8 19 Cl C2 C3 C4 C5 C6 C7 C8 C9 Cl0 Cll C12 C13 C14 C15 C16 C17 C18

1 0.9 0.5 0.7 0.5 0.7 0 0 0.7 0.7 iillifS:llii a a a a o o. 001 0 0 o 0.004 0 o O. 002 0 0 0 0
2 O. 5 O. 9 O. 7 O. 5 0.7 0 0 0.7 0.7 o olliI9:1,j]i 0 0 0 0 0 0 0 0 0 0 0 o O. 004 0 0 O. 003
3 O. 5 0.5 0.1 0.1 0.7 0 0 0.7 0.7 0 oo;!iis:s;sl 0 0.046 0 0 O. 002 o 0.007 0 0 0 0.017 0 0 0 0.017
4 0.5 O. 5 O. 1 0.7 0.1 0 0 . O. 1 0.7 0 0 OaW!~a;.al o 0.019 O. 001 0 o 0.001 0.006 a 0 o 0.001 a 0
5 0.5 0.5 O. 1 O. 1 0.7 O. 1 0 0.7 0.7 0 0 0.024 0 0.056 0 0.001 0.003 0 0 0 0.001 0.001 0 a 0 0
6 O. 5 0.5 0.1 0.1 0.7 O. 1 O. 1 0.7 0.7 .0 0 0 o 0.045 61'sSa' 0 o 0.001 a a a o. 001 0 a o o. 004 0
7 0.5 O. 5 O. 3 O. 7 0.3 a a 0.3 0.3 0 0 0 0 0 a 01996; o O. 003 0.002 a 0 0 0 0 0 a a
8 0.5 O. 5 O. 3 O. 7 O. 3 a a 0.3 0.7 0 a 0 o. 013 a 0 a 01.914 o. 014 O. 002 a a 0 a 0 0 0 a
9 o. 5 O. 5 O. 3 0.7 0.3 a a 0.7 0.7 a a a 0 0.017 o 0.013 o 0191& 0.012 0 0 0.007 0 a o 0.001 0

10 O. 5 O. 5 O. 3 O. 7 0.7 0 a 0.7 0.7 a a 0.012 0 0.001 o 0.006 o O. 008 0;980 0 0 0 0 0 0 0 0
11 0.7 0.5 0 0 0 0 0 0 0 0.004 0 0 0 0 0 0 0 0 o 0:!981 0.Q03 0 O. 003 O. 013 a 0 a
12 0.7 0.5 0 a 0 a a a 0.7 O. 001 a 0 0.004 0 a 0 0.001 a a O. 009 0;981 o. 009 O. 006 a o. ala a a
13 0.7 0.5 a a a 0 a 0.7 0.7 a 0 0 o 0.001 0.005 0 0 0.003 0 0 0.006 01S77 0.006 0 o O. 010 a
14 0.7 0.5 a 0 0.7 a a 0.7 0.7 O. 014 o O. 013 0 0 0 o O. 002 a o 0.014 0.011 O. 012 1i1988 a 0 a 0.001
15 0.5 0.7 a a a 0 0 0 0 o 0.003 0 a a 0 0 0 0 o O. 012 0 a 0 oTsifl o. 005 0 0
16 0.5 0.7 0 0 0 0 0 0 0.7 a 0.001 a O. 002 0 0 o 0.001 a 0 a O. all 0 a 0.011 0.981 O. 008 0.005
17 0.5 0.7 a a a 0 0 0.7 0.7 a 0 a a 0 o. 019 0 o 0.003 0 0 0 0.015 0 0 0.006 0,981 0.003
18 0.5 0.7 0 0 0.7 0 0 0.7 0.7 o 0.015 0.012 0 0 0 0 0.002 a 0 0 0 a 0.001 0.005 0.011 0.012 01989:

Table 6 Case study results (no signal from F3).
~o. cut set Input Output
of _i th faulty ( Sensor readings ) ( Faul ts ) Predicte<l faults

case signal FI T2 F3 P4 P5 16 P7 P8 19 Cl C2 C3 C4 C5 C6 C7 C3 C9 CIO Cll CI2 CI3 CI4 CI5 CI6 CI7 C18 minimal cut sets

1-1 O. 5 O. 5 O. 5 O. 5 O. 5 O. 5 O. 5 O. 5 O. 5 0 0 0 a a O. 013 a 0 a 0 a a a a a a a 0 -
1-2

normal
O. 7 O. 5 O. 7 O. 5 O. 5 0 a 0.7 0.7 0.033 0 0 0 0 o 0.003 o 0.003 0 a 0 0 a 0 a a 0 -

1-3 state
O. 5 O. 7 O. 7 0.5 O. 7 a o 0.7 O. 7 o 0.024 a 0 a a o. DOl a a O. 004 a 0 a a a a 0 0 -

H Cl 0.9 0.5 d 0.5 0.7 0 a 0.7 0.7 np:iiifi\ . a 0.006 0 0 0 o 0.001 0 o O. 032 O. 004 O. 013 01654. a a a a Cl C14

2-2 C2 O. 5 O. 9 ii o. 5 O. 7 0 o O. 7 0..7 a o::,sifj]! o. 044 a 0 a a 0.001 o O. 001 a a a a O. 008 O. 005 O. 016 0.918 C2 C18
2-3 C3 O. 5 O. 5 Q O. I O. 7 a o 0.7 O. 7 0 a 0.1].1\91 o. 019 a o O. 004 o O. 010 a a a o. 045 a a o O. 046 C3
2-4 C4 O. 5 O. 5 a 0.7 0.1 0 a O. 1 0.7 a a a a 0.002 O. 001 a a 0.001 O. 028 0.001 a o O. 005 a a C4
2-5 C5 0.5 0.5 0 O. 1 O. 7 O. 1 0 O. 7 O. 7 a a o. 008 a o. 027 a 0.002 0.004 O. 001 0 a o. 002 0.002 a a o. 00 1 O. 00 I C5
2-6 C6 O. 5 O. 5 d a. 1 o. 7 O. 1 O. 1 O. 7 O. 7 a a 0 a 0.026 0 a 0.002 a a o 0.003 a 0 o o. 012 0 C6
2-7 C7 O. 5 O. 5 Ii o. 7 O. 3 a o 0.3 O. 3 a 0 a o. 037 a a iiJ51iJ a 0.001 o 0.005 0 0 o 0.003 0 0 a C7
2-8 C8 O. 5 O. 5 Ii o. 7 O. 3 0 0 0.3 0.7 0 0 o 01'6031 0 a 0.003 0.002 O. 010 a 00.0010.'003 0 a 0 0 a C4
2-9 C9 O. 5 ·0. 5 Ii o. 7 O. 3 a o 0.7 O. 7 0 0 o O. 001 O. 129 0.021 o 0.001 0;;982 O. 009 0 a 0.189 a a 00.018. a C9
HO C10 O. 5 O. 5 Ii o. 7 O. 7 0 o O. 7 O. 7 a a 0.397 a 0.065 a o 0.001 0.030 0.986 a 0 a 0 0 0 a 0 e10
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